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ABSTRACT
Comparative summarization is an effective strategy to discover important similarities and differences in collections of documents biased to users’ interests. A natural method of this task is to find important and corresponding content. In this paper, we propose a novel research task of automatic query-based across-time summarization in news archives as well as we introduce an effective method to solve this task. The proposed model first learns an orthogonal transformation between temporally distant news collections. Then, it generates a set of corresponding sentence pairs based on a concise integer linear programming framework. We experimentally demonstrate the effectiveness of our method on the New York Times Annotated Corpus.
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1 INTRODUCTION
Nowadays, news is one of the most important channels for acquiring high-quality information regarding our society. However, with the rapid growth of Web, more and more news articles are available causing information overload. News summarization can help to combat this problem by distilling the most important information from large amount of news articles for users.

Sometimes, users wish to compare two collections of news, which can be from distant times, biased to a given specific query (that conveys the interests of users) to discover commonalities and differences between them. For example, users may be interested in comparison of politicians in 1980s with those in 2010s. They would like to read corresponding and important news related to the query “politician” from these two periods. Corresponding news are news containing comparable aspects. For example, “president Trump visited China in 2017” and “president Nixon visited China in 1972” are corresponding news because Nixon and Trump are temporally corresponding entities. Note that such corresponding relationship is difficult to be identified by average users since they tend to possess less knowledge about the past than about the present. Users however can benefit from this kind of information for needs such as analyzing trends, gaining insights about similar situations in the past, making better decisions and so on.

The input collections of news for the comparative summary can be however very diverse and may cover several latent subgroups (e.g., many diverse news are published every year that relate to politicians). Thus instead of a single output news pair, a set of pairs that represent latent subgroups within the input collections should be returned as a summary. In the previously mentioned example, apart from events related to U.S. presidents, important news about presidents of other major countries should also be covered in the resulting summary.

In this paper, we propose a novel task of query-based across-time comparative news summarization that generates query-dependent contrastive summary between two news collections from different time periods (typically, one representing the present time and the other being some period in the past). The output summary is in the form of pairs of corresponding news contents. We set up four objectives for this task. The first one is relevance. It requires the news pairs in the formed summary be relevant to the query given by the user. The second one is correspondence. News in the same pair should demonstrate good correspondence and comparability towards alleviating the context gap between the temporally-distant input collections. The third one is saliency. Summary news should be important capturing the majority of information in a news article collection. The news with minor significance should not be included in the summary. The last goal is diversity. The information overlap between the selected news pairs should be as minimal as possible due to the length restriction of summary. The summary should thus cover diverse aspects of information.

The problem of across-time comparative news summarization is not trivial resulting from the following reasons: (1) To measure sentence correspondence is a difficult task. The general context of the two input news collections which originate from different time periods may be fairly different. For example, there is low overlap between the contexts of newspaper articles across time gaps spanning more than 20 years. Intuitively, the correspondence of news in different contexts cannot be computed properly without a solid understanding of the connection (analogies) between their contexts. Moreover, it is difficult to collect training data for learning such connections. (2) Constructing an optimal summary in view of all the above-listed criteria (relevance, correspondence, saliency,
duality) is a challenging problem since the selected news pairs should satisfy all the aforementioned criteria in an optimal way.

For solving these challenges, we propose a novel summarization system to address the proposed task. First of all, we formulate the measurement of sentence correspondence by finding corresponding terms and aligning different vector spaces. We first adopt the distributed vector representation to represent the context vectors of words; then we learn linear and orthogonal transformations between two vector spaces of input collections for learning word correspondence. Furthermore, we measure the correspondence between two candidate news as the minimal amount of distance that the words of one news need to "travel" to match the words of another news, suggested by the commonly-used Word Mover’s Distance (WMD) algorithm [20]. Secondly, inspired by the popular Affinity Propagation algorithm [9], we propose a concise joint integer linear programming framework which detects diverse and representative news (which we call exemplars) and at the same time generates correspondent pairs from the detected exemplars. Based on this formulation, exactly optimal solution can be obtained.

To sum up, we make the following contributions:

(1) We introduce a new research problem of automatically generating a summary of corresponding news from two temporally-distant collections of articles based on a user query. Our proposal is essentially a novel way to accessing information from news archives as we summarize past articles through “present lens” by discovering the commonalities between the query-related content in the past and one in the present.

(2) We develop a novel summarization system to address this task relying on an effective news correspondence measurement and a concise integer linear programming framework.

(3) Finally, we perform extensive experiments on the New York Times Annotated Corpus, which prove the effectiveness of our approach.

The remainder of this paper is structured as follows. We first formally define the research problem in Section 2. We survey the related work in Section 3. The across-time news correspondence measurement and ILP formulation for summarization are presented in Section 4. We describe the experiments on transformation and summarization in Section 5 and Section 6, respectively. Finally, the last section concludes the paper and outlines the future work.

2 PROBLEM DEFINITION

Formally, let $D_A$ and $D_B$ denote two sets of newspaper articles, where $D_A$ and $D_B$ have different publication time periods $T_A$ and $T_B$, respectively ($T_A \cap T_B = \emptyset$ and, typically $T_A$ represents the present time period while $T_B$ represents some period in the past). In this paper we focus on the extractive summarization methods which extract the summary sentences directly from the input documents. Then given a specific user query $q$, the task is to discover $m$ relevant sentence pairs $P = [p_1, p_2, ..., p_m]$ to form a concise summary conveying the most important comparisons, where $p_i = (s_i^A, s_i^B)$ and $s_i^A$ and $s_i^B$ are sentences extracted from $D_A$ and $D_B$, respectively. The pairs included in the summary should have good quality, i.e., sentences within the same pair should deliver comparable aspects. Moreover, the selected pairs should satisfy the aforementioned criteria of relevance, saliency and diversity.

3 RELATED WORK

To the best of our knowledge, the research task of query-based comparative news summarization across time has not been proposed neither approached so far. Our work is nevertheless connected to several research areas: query-focused summarization, comparative summarization and embeddings alignment that are surveyed below.

3.1 Comparative Summarization and Query-focused Summarization

The task of automatic document summarization aims at generating short summaries for long documents. In recent years there have been multiple studies addressing different scenarios for document summarization beyond the traditional generic task [41]. Among those, comparative summarization focuses on generating summaries from multiple comparative aspects. Recent approaches to this task rely on a multivariate normal generative model [39], a hierarchical non-parametric Bayesian model [31], differential topic models [13] and integer linear programming models [14].

Query-focused summarization addresses another goal to require the summarization process be guided by a pre-specified query term which specifies the information need of the user. Until now, typical query-focused systems simply had no special treatments in comparison to generic systems other than incorporating literal similarity between documents and query. Recent approaches to this task include a sentence compression models [4], graph-based models [21], learning to rank models [34], and regression models [28].

To the best of our knowledge, we are the first to focus on the task of providing users with a summary containing temporally corresponding sentences based on the search query. We also propose a novel and concise integer linear programming framework for this summarization task.

3.2 Temporal Analog Detection and Embeddings Alignment

A part of our system approaches the task of identifying temporally corresponding sentences across different times. The related works to this subtask include detecting temporal changes in word meaning [15, 18, 19, 25] and computing term similarity across time [1, 16, 17, 37]. Our work is however different as we consider structural correspondence between different time periods. In this study we represent terms using the distributed vector representation [26]. Thus the problem of connecting news articles’ context across different time periods can be approached by aligning pre-trained word embeddings in different time periods. Mikolov et al. proposed a linear transformation aligning bi-lingual word vectors for automatic text translation such as translation from Spanish to English [27]. Faruqui et al. obtained bi-lingual word vectors using CCA [8]. More recently, Xing et al. argued that the linear matrix adopted by Mikolov et al. should be orthogonal [40]. Similar suggestion has been given by Samuel et al. [35]. Besides linear models, non-linear models such as ‘deep CCA’ has also been introduced for the task of mapping multi-lingual word embeddings [24]. In this study we adopt the orthogonal transformation for computing across-time term correspondence due to its high accuracy and efficiency. We then develop a sentence-level correspondence metric based on the widely-used distance function WMD [20].
The most similar work to ours is one focusing on search of corresponding terms across time [42]. Our research problem is however more difficult. Not only we discover corresponding sentences instead of words, but we also utilize other information such as relevance and saliency of the extracted sentences.

4 PROPOSED METHOD
In this section, we first describe our approach for satisfying four objectives of good candidate sentences including relevance, saliency, diversity and correspondence. We then introduce the integer linear programming framework proposed for extracting summary sentences considering all the described objectives.

4.1 Relevance
We begin by introducing the method used for discovering sentences relevant to a specific user query \( q \) in news archives. Generally, for query-based summarization, the query information is considered via computations of semantic overlap between the query and each sentence. We deploy the popular ranking model BM25 [32] to rank top relevant sentences (i.e., top-100) according to their similarity to \( q \) in archival document collections \( D_A \) and \( D_B \) as an initial run (see Sec. 6). We denote the retrieved candidate sentences (i.e., top-\( n \) sentences) as \( D_A' \) and \( D_B' \).

4.2 Saliency and Diversity
Summary sentences should be representative sentences which capture salient information in a news archive. In addition, the information overlap between summary sentences in different pairs should be as minimal as possible for avoiding redundancy. However, the prior here is that the ratio of salient candidate sentences over trivial candidate sentences is very low given the summary length limit, and the input news archives can be very diverse as well as may cover multiple latent subgroups. We thus call a sentence as exemplar if it represents a group of sentences based on some measure of similarity (e.g., word mover’s distance). Intuitively, if the selected exemplars concisely represent the entire set of sentences, the saliency and diversity will naturally arise. Note that whether sentence \( s_i \) is selected as an exemplar or not, and whether sentence \( s_j \) is represented by \( s_i \) or not are latent information.

Formally, let \( G(s_i) \) denote the set of sentences which vote for \( s_i \) as their exemplar (i.e., are represented by that exemplar). The saliency of \( s_j \) denoted as \( \text{Imp}(s_j) \) is computed using Word Mover’s Distance (WMD) algorithm [20]:

\[
\text{Imp}(s_j, G(s_i)) = \sum_{s_i \in G(s_i)} \text{Sim}_{\text{wmd}}(s_i, s_j)
\]

4.3 Correspondence
In this section, we describe the method for measuring temporal correspondence between a sentence \( s_A \) in set \( D_A' \) and a sentence \( s_B \) in the other set \( D_B' \). Intuitively, if \( s_A \) and \( s_B \) correspond to each other, then \( s_A \) and \( s_B \) contain correspondent and comparable aspects. For instance, \(<\text{iPod. Walkman}>\) could be regarded as a pair of correspondent aspects based on the observation that \textit{Walkman} played the role of a popular portable music player 30 years ago same as \textit{iPod} does nowadays. The key difficulty comes from the fact that there is low overlap between terms’ contexts across time (e.g., the set of top co-occurring words with \textit{iPod} in documents published in 2010s has typically little overlap with the set of top co-occurring words with \textit{walkman} that are extracted from documents in 1980s). Thus our task is then to build the connection between semantic spaces of \( D_A \) and \( D_B \).

Let transformation matrix \( W \) map the words from \( D_A \) into \( D_B \), and transformation matrix \( Q \) map the words in \( D_B \) back into \( D_A \). Let \( a \) and \( b \) be normalized word vectors from the news document collections \( D_A \) and \( D_B \), respectively. The correspondence between words \( a \) and \( b \) can be evaluated as the similarity between vectors \( a \) and \( b \), i.e., \( \text{Corr}(a, b) = a^Tb \). However, we could also form this correspondence as \( \text{Corr}'(a, b) = a^TQb \).

Theorem 4.1. The linear transformations \( W \) and \( Q \) between spaces \( D_A \) and \( D_B \) should be orthogonal.

Proof. To be self-consistent, we require \( \text{Corr}(a, b) = \text{Corr}'(a, b) \), thus \( b^T \text{W}a = (b^T \text{W}a)^T = a^T \text{W}^T b = a^TQb \), and therefore \( Q = \text{W}^T \). Furthermore, when we map a term from \( D_A \) into \( D_B \), we should be able to map it back into \( D_A \) and obtain the original vector, hence, \( a = Qw(a) = W^T(a) \). This expression should hold for any term in \( D_A \) and we conclude that the transformation \( W \) should be an orthogonal matrix satisfying \( \text{W}^T \text{W} = I \) where \( I \) denotes the identity matrix. Thus transformations \( W \) and its transpose \( Q \) are orthogonal.

This observation has also been reported in [35, 40] for the purpose of bi-lingual text translation. Note that orthogonal transformation preserves vector norms, so given normalized vectors \( a \) and \( b \), \( \text{Corr}(a, b) = b^T\text{W}a = ||b|||\text{W}a|| \cos < b, W a > = \cos < b, W a > = \text{Sim}_{\text{cosine}}(a, b) \).

However, the following challenge is that the training term pairs for learning the mapping \( W \) are difficult to obtain. We adopt here a trick proposed by [42] for preparing enough training data. Namely, we use so-called Common Frequent Terms (CFT) as the training term pairs. CFT are very frequent terms in both compared document collections (e.g. man, woman, sky, water). Such frequent terms tend to change their meanings only to a small extent across time. The phenomenon that words which are intensively used in everyday life evolve more slowly has been reported in several languages including English, Spanish, Russian and Greek [12, 22, 29].

Given \( L \) pairs composed of normalized vectors of CFTs trained in both document collections \{ \((a_1, b_1), (a_2, b_2), \ldots, (a_L, b_L)\) \}, we should learn the transformation \( W \) by maximizing the accumulated cosine similarity of CFT pairs (we utilize the top 7% (25k words) of Common Frequent Terms to train the transformation matrix. In Sec. 6, we discuss the transformation performance w.r.t. different numbers of used CFTs),

\[
\max_{W} \sum_{l=1}^{L} b_l^T W a_l, \text{ s.t. } W^T W = I
\]

To infer the orthogonal transformation \( W \) from pairs of CFTs \{ \((a_i, b_i)\) \}_{i=1}^{L}, we state the following theorem.

Theorem 4.2. Let \( A \) and \( B \) denote two matrices, such that the \( i \)-th row of \((A, B)\) corresponds to pair of vectors \((a_i^T, b_i^T)\). By computing

\[\text{Note that even if certain CFTs do not retain the same semantics across time, the results should not deteriorate significantly when the number of used CFTs is sufficiently high.} \]
the SVD of $M = A^T B = U \Sigma V^T$, the optimized transformation matrix $W^*$ satisfies

$$W^* = U \cdot V^T$$

(3)

Proof. Maximizing $\sum_{i=1}^{L} b_i^T W a_i$ equals to maximizing $tr(BW A^T) = tr(A^T BW) = tr(U \Sigma V^T W) = tr(\Sigma V^T W U)$. Let $Z = V^T W U$, for $Z$ is orthogonal (being the product of orthogonal matrices), thus $\sum_j Z_{ij}^2 = 1$ and $z_{i}, \leq 1$. Then $tr(\Sigma V^T W U) = tr(\Sigma Z) = \sum_i \Sigma_i z_{i} \leq \Sigma_i \Sigma_i$. The last inequality holds because $\Sigma_i z_{i} \geq 0$ (given $S$ is obtained by SVD). Then the objective can achieve the maximum if $z_{i} = 1$ which implies $Z = I$. So an optimal $W^*$ is $UV^T$.

The obtained orthogonal transformation $W^*$ allows for learning correspondence on the level of terms. Based on it, we measure the correspondence between two sentences, $s_A = [w_{1A}, w_{2A}, ..., w_{nA}]$ and $s_B = [w_{1B}, w_{2B}, ..., w_{nB}]$ as the maximum amount of cosine similarity that the words of $s_B$ can obtain to match the words of $W^* \cdot s_A = [W^* \cdot w_{1A}, W^* \cdot w_{2A}, ..., W^* \cdot w_{nA}]$, as suggested by the commonly-used Word Mover’s Distance (WMD) algorithm [20].

$$Corr(s_A, s_B) = \text{Sim}_{\text{wmd}}(W^* \cdot s_A, s_B)$$

(4)

### 4.4 Joint ILP Formulation (J-ILP) for Summarization

In this section, we describe our approach for generating temporally corresponding sentence pairs as summary. Given two sets of initially retrieved sentences $D_A$ and $D_B$, associated with time periods $T_A$ and $T_B$, respectively, the output summary is composed of $m$ pairs of comparable sentences $[p_1, p_2, ..., p_m]$, where each pair contains a sentence from $D_A$ and from $D_B$.

Inspired by the popular Affinity Propagation algorithm [9] for exemplar-based clustering, we formulate our task as a process of identifying a subset of corresponding exemplar sentence pairs which concisely convey the most import comparisons between input datasets. We propose a Joint Integer Linear Programming (J-ILP) formulation for discovering comparable sentences, and we use the bound-and-branch method to obtain the optimal solution.

More explicitly, we formulate the task as a process of selecting a subset of $k_A$ and $k_B$ exemplars for each news collection, respectively, and ranking $m$ exemplar pairs based on the identified exemplars. Each non-exemplar sentence is assigned to an exemplar sentence based on their WMD distance, and each exemplar $e$ represents a subgroup comprised of all non-exemplar sentences that are assigned to $e$. On the one hand, we wish to maximize the overall saliency of selected exemplars w.r.t. their representing subgroups. On the other hand, we expect to maximize the overall correspondence of the top $m$ sentence pairs across time, where each pair consists of two exemplars from different document collections.

We next introduce notations used in our method. Let $s_A^i$ denote the $i$th sentence in $D_A$, $M_A = [m_{ij}]^{i \times j}$ is a $n \times n$ binary square matrix such that $n$ is the number of initially retrieved sentences in $D_A$, $m_{ij}^A$ indicates whether sentence $s_A^i$ is selected as an exemplar or not, and $m_{ij}^{A \cdot j}A$ represents whether sentence $s_A^i$ votes for sentence $s_A^j$ as its exemplar. Similar to $M_A$, the $n \times n$ binary square matrix $M_B$ indicates how sentences belonging to $D_B$ choose their exemplars.

$m_{ij}^B$ indicates whether sentence $s_B^j$ is selected as an exemplar or not, and $m_{ij}^{B \cdot j}$ represents whether sentence $s_B^j$ votes for sentence $s_B^i$ as its exemplar. Different from $M_A$ and $M_B$, $M_T = [m_{ij}]T$ is a $n \times n$ binary matrix whose entry $m_{ij}^T$ denotes whether sentences $s_A^i$ and $s_B^j$ are paired together as the final result. Then the following ILP problem is designed for the task of selecting $k_A$ and $k_B$ exemplars for each document collection, respectively, and for ranking $m$ sentence pairs (the formulas are described in the next paragraph):

$$\text{max} \lambda \cdot m \cdot [I'(M_A) + I'(M_B)] + (1 - \lambda) \cdot (k_A + k_B) \cdot C'(M_T)$$

(5)

$$I'(M_X) = \sum_{i=1}^{n} m_{ij}^{X} \cdot \text{Imp}(s_A^i, s_B^j), X \in \{A, B\}$$

(6)

$$C'(M_T) = \sum_{i=1}^{n} \sum_{j=1}^{n} m_{ij}^{T} \cdot \text{Corr}(s_A^i, s_B^j)$$

(7)

$$G(s_X^j) = \left[\begin{array}{c} \frac{m_X^j}{ij} = 1, i \in \{1, ..., n\}, X \in \{A, B\} \\ i \in \{1, ..., n\}, X \in \{A, B\} \end{array}\right]$$

(8)

s.t. $m_X^j \in \{0, 1\}, i \in \{1, ..., n\}, j \in \{1, ..., n\}, X \in \{A, B, T\}$

$$\sum_{i=1}^{n} m_X^j = k_X, X \in \{A, B\}$$

(9)

$$\sum_{j=1}^{n} m_X^j = 1, i \in \{1, ..., n\}, X \in \{A, B\}$$

(10)

$$m_X^{ij} \geq 0, i \in \{1, ..., n\}, j \in \{1, ..., n\}, X \in \{A, B\}$$

(11)

$$m_A^i - m_T^{ij} \geq 0, i \in \{1, ..., n\}, j \in \{1, ..., n\}$$

(12)

$$m_B^{ij} - m_T^{ij} \geq 0, i \in \{1, ..., n\}, j \in \{1, ..., n\}$$

(13)

$$0 \leq m_T^{ij} \leq 1, i \in \{1, ..., n\}$$

(14)

$$0 \leq m_T^{ij} \leq 1, j \in \{1, ..., n\}$$

(15)

$$m_A^i = 1 \Leftrightarrow m_T^{ij} = 1 \land m_B^{ij} = 1$$

We now explain the meaning of the above formulas. First, Eq. (10) forces that $k_A$ and $k_B$ exemplars are identified for both sets $D_A$ and $D_B$, respectively, and Eq. (13) guarantees that $m$ sentence pairs are selected as the final result. The restriction given by Eq. (11) means that each sentence must choose only one exemplar. Eq. (12) enforces that if one sentence $s_A^i$ is voted by at least one other sentence, then it must be an exemplar (i.e., $m_T^{ij} = 1$). The constraints given by Eq. (14) and (15) jointly guarantee that if a sentence is selected in any corresponding sentence pair (i.e., $m_T^{ij} = 1$), then it must be an exemplar in its own subgroup (i.e., $m_A^i = 1$ and $m_B^{ij} = 1$).
5 TRANSFORMATION EFFECTIVENESS

5.1 Datasets

We perform the experiments on the New York Times Annotated Corpus [33]. This corpus is a collection of 1.8 million articles published by the New York Times between January 01, 1987 and June 19, 2007 and has been frequently used to evaluate different researches that focus on temporal information processing or extraction in document archives [2]. For the experiments, we first divide the corpus into four parts according to article publication dates: [1987, 1991], [1992, 1996], [1997, 2001] and [2002, 2007]. The vocabulary size of each time period is around 300k. We then focus on comparing the pair of time periods which are separated by the longest time gap, [1987, 1991] (denoted as $T_A$) and [2002, 2007] (denoted as $T_B$). We assume here that the more farther the two time periods are apart, the stronger is the context change, which increases the difficulty of finding corresponding news. We obtain the distributed vector representations for both time periods where $q^1$ is not chosen as an exemplar, its representing subgroup will be null. $C^i(M_T)$ depicts the overall correspondence of the generated sentence pairs. In view of the fact that there are $(k_A + k_B)$ values (each value is in $[0,1]$) in the saliency part $I'(M_A) + I'(M_B)$, and there are $m$ values (each value is in $[0,1]$) in the correspondence part $C^i(M_T)$, we add the coefficients $m$ and $(k_A + k_B)$ in the objective function to avoid suffering from skewness problem. Finally, the parameter $\lambda^2$ is used to balance the weight of the two parts.

Our proposed J-ILP formulation guarantees to achieve the optimal solution by using bound-and-branch method. We use the Gurobi solver [10] for solving the proposed J-ILP framework.

5.2 Experimental Settings

5.2.1 Analyzed Methods. We first compare the performance of transformation models discussed in Sec. 4.3. The linear transformation model [27, 42] (denoted as LT) and orthogonal transformation model [35, 40] (denoted as OT) are investigated. Besides, we also test the method which directly compares the vectors in different time periods without performing any transformation (denoted as Non-Tran). We adopt the same parameter setting as in [42].

5.2.2 Test sets. To prove the transformation effectiveness of our approach, we focus on the task of searching for temporal analogs by transforming the term representations. We utilize the test sets containing queries in the base time [2002, 2007] and their analogs in target time [1987, 1991] which were used in [42]. The examples of the test queries and their temporal analogs are shown in Tab. 1 where $q$ denotes the input term and $ta$ is the correct temporal analog. In total, there are 95 pairs of terms (query and its analog) resulting from 54 input query terms for matching [2002, 2007] and [1987, 1991].

5.2.3 Evaluation metrics. The Mean Reciprocal Rank (MRR) is used for evaluating the search results for each transformation model, and is computed as follows:

$$MRR = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\text{rank}_i}$$

where $\text{rank}_i$ is the rank of a correct temporal analog at the $i$-th test, and $N$ is the number of test pairs. In addition, precisions @1, @5, @10 and @20 are also reported. Those metrics refer to the rates of tests in which the correct temporal analog was included in the top 1, 5, 10 and 20 results, respectively. All the values of used metrics fall into $[0,1]$. The higher the values are, the more effectively a given transformation model works.

5.3 Experimental Results

We show the detailed results for a few examples in Tab. 1, while Tab. 2 shows the scores for all the methods averaged on all the tested queries. We first notice that the performance is extremely poor without transforming the contexts of queries. The correct answers in Non-Tran approach are usually found at ranks > 1k. On the other hand, both mapping matrices OT and LT are quite helpful because they exhibit significantly better effectiveness in terms of all the metrics. This observation suggests little overlap in the contexts of news articles separated by longer time gaps, and that the task of temporal analog identification is quite difficult.

Moreover, a closer look at Tab. 2 reveals that regardless of the type of evaluation metric, an orthogonal subjection improves the performance of the linear model. Specifically, OT improves LT model by 8.0% when measured using the main metric MRR. This is also consistent with previous reports in aligning bi-lingual word vectors in language translation [35]. The plausible reason is that the orthogonal transformation allows for a self-consistent mapping between semantic spaces. In that case, when we map a source word into the target time, we are able to map it back into the source time and obtain its original vector. Such guarantee leads to a superior robustness of transformation and across-time analog detection.

6 SUMMARIZATION EFFECTIVENESS

6.1 Datasets

We use the same news article datasets as described in Sec. 5.1.

6.2 Test Sets

6.2.1 Test queries. In this study, we randomly select query terms from among Common Frequent Terms (CFT) shared by news articles in both $T_A$ and $T_B$. We utilize the top 7% (25k words) of Common Frequent Terms to generate queries. The randomly chosen test queries cover both general topics (e.g. politics) and specific entities (e.g. Japan). The types of entities include locations, organizations and objects. In total, there are 30 queries used as shown in Tab. 3.

6.2.2 Initial retrieval. Given each query $q$, we apply the widely-used ranking model BM25 [32] to rank the top-100 news articles according to their relevance to $q$ in news archival collections.
Table 1: Example results where \( q \) is the input term in [2002, 2007] and \( ta \) is the matching temporal analog in [1987, 1991]. The numbers are the ranks of the correct temporal analog in the results ranked by each method. Ranks lower than 1000 are represented as 1000+.

<table>
<thead>
<tr>
<th>( q )</th>
<th>( ta )</th>
<th>Non-Tran</th>
<th>( LT )</th>
<th>( OT )</th>
<th>( q )</th>
<th>( ta )</th>
<th>Non-Tran</th>
<th>( LT )</th>
<th>( OT )</th>
</tr>
</thead>
<tbody>
<tr>
<td>pixar</td>
<td>disney</td>
<td>1000+</td>
<td>1</td>
<td>1</td>
<td>sepp_blatter</td>
<td>waldman</td>
<td>1000+</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>linux</td>
<td>unix</td>
<td>1000+</td>
<td>1</td>
<td>1</td>
<td>email</td>
<td>fax</td>
<td>1000+</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>vladimir_putin</td>
<td>mikhael_gorbachev</td>
<td>1000+</td>
<td>45</td>
<td>5</td>
<td>email</td>
<td>letter</td>
<td>1000+</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>slovakia</td>
<td>czechoslovakia</td>
<td>1000+</td>
<td>19</td>
<td>4</td>
<td>berlin</td>
<td>bonn</td>
<td>1000+</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Results of searching from present to past (present: 2002-2007; past: 1987-1991).

<table>
<thead>
<tr>
<th>Method</th>
<th>MRR</th>
<th>P@1</th>
<th>P@5</th>
<th>P@10</th>
<th>P@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Tran</td>
<td>0.015</td>
<td>0.000</td>
<td>0.024</td>
<td>0.024</td>
<td>0.024</td>
</tr>
<tr>
<td>LT</td>
<td>0.348</td>
<td>0.238</td>
<td>0.452</td>
<td>0.476</td>
<td>0.595</td>
</tr>
<tr>
<td>OT</td>
<td>0.376</td>
<td>0.285</td>
<td>0.500</td>
<td>0.548</td>
<td>0.643</td>
</tr>
</tbody>
</table>

Table 3: Summary of test queries.

<table>
<thead>
<tr>
<th>Query Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>new_york, american, president, united_states, japan, war, washington, women, politics, university, military, economy, china, europe, finance, health, campaign, player, new_jersey, british, industry, republican, education, investment, corporation, california, soviet_union, democrat, baseball, technology</td>
</tr>
</tbody>
</table>

both \( T_A \) and \( T_B \), respectively. BM25 is deployed based on the default setting of Apache Solr search engine (\( k_1=1.2, b=0.75 \)).

6.2.3 Data annotation. In order to assess the quality of generated summaries by different test methods, three human judges who are not authors of this paper manually annotated the news articles. After reading the content of two initially retrieved document sets for each query, the annotators were asked to conduct the following three data annotation tasks: (1) Task 1. The first task was to highlight all the salient sentences in both sets to form the salient sentences set; (2) Task 2. The second task was to select all the temporally correspondent sentence pairs containing sentences from different sets. There was no limit on the number of sentences nor sentence pairs in the first two tasks. (3) Task 3. The third task was to write up to 300-words long reference summary of the highlighted text in the first two tasks, that will help in grasping the important and corresponding content of temporally distant news collections.

6.3 Analyzed Methods

We implemented three types of summarization models as analyzed methods in order to compare the summaries generated by them with the human-created reference summaries.

Type 1. We first test the performance of our proposed joint ILP formulation (J-ILP) based on different transformation models (OT, LT and Non-Tran). We experimentally set the value of weighting factor \( \lambda \) in Sec. 6 to be 0.4.

Type 2. We then make comparisons with 3 commonly used multi-document summarization techniques: LexRank [7], LSA [36], and KLSUM [11]. The frequently used MMR [3] method is adopted for all the three methods to diversify the generated summaries (the control parameter in MMR method was set to be 0.3, following the previous work [6]).

Type 3. The third type of strategy performs comparative summarization on the compared datasets, aiming to generate summaries that consider discriminative characteristics. Three state-of-the-art comparative summarization approaches which rely on a multivariate normal generative model [39] (denoted as DSS), a mutually-reinforced random walk model [5] (denoted as MMRW) and a comparative linear programming model [14] (denoted as LPCM) respectively are used for evaluation.

After the summary have been constructed by the above Type 2 and Type 3 methods, we build the sentence pairs which have the maximal correspondence based on summary sentences as follows.

\[
P = \arg\max \sum_{i=1}^{m} \text{Corr}(s^A_i, s^B_i)
\]

where \( P = [p_1, p_2, \ldots, p_m] \) are expected comparables, and \( p_i = (s^A_i, s^B_i) \). \( s^A_i \) and \( s^B_i \) are summary sentences generated from the compared document sets.

6.4 Evaluation Metrics

We evaluate all the models with the following measures: ROUGE-1.5.5 toolkit [23]. The ROUGE is a widely used metric which has been officially adopted by DUC for automatic summarization evaluation. It measures summary quality by counting overlapping units between the candidate summary and the reference summary (i.e., the summary created by judges in Data Annotation Task 3) [23]. In the experiment, we report the f-measure values of ROUGE-1, ROUGE-2, ROUGE-L, ROUGE-W and ROUGE-SU, which are based on overlapping unigrams, bigrams, longest common subsequence (LCS), weighted LCS and skip-bigram plus unigram respectively. The higher the ROUGE scores are, the more similar the machine-generated summary and the reference summary are, and thus the more effective the summarization approach is.

Precision. The ROUGE measures mainly reflect the recall. We further examine the rate of summary sentences and pairs included in the human-labeled important sentence set (created in Data Annotation Task 1) and sentence pair set (created in Data Annotation Task 2), respectively, as follows:

\[
\text{Precision}_S = \frac{\{\text{summary_sentences}\} \cap \{\text{labeled_sentences}\}}{\{\text{summary_sentences}\}}
\]

\[
\text{Precision}_P = \frac{\{\text{summary_sentence_pairs}\} \cap \{\text{labeled_sentence_pairs}\}}{\{\text{summary_sentence_pairs}\}}
\]
We set the parameters in the proposed J-ILP formulation as follows:
\[ \lambda \]
where
\[ \lambda \]

Table 4: Overall performance comparison by each method using ROUGE.

<table>
<thead>
<tr>
<th>Type</th>
<th>System</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
<th>ROUGE-W</th>
<th>ROUGE-SU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Methods</td>
<td>J-ILP (OT)</td>
<td>0.485</td>
<td>0.218</td>
<td>0.447</td>
<td>0.195</td>
<td>0.148</td>
</tr>
<tr>
<td></td>
<td>J-ILP (LT)</td>
<td>0.478</td>
<td>0.234</td>
<td>0.423</td>
<td>0.162</td>
<td>0.128</td>
</tr>
<tr>
<td></td>
<td>J-ILP (Non-Trans)</td>
<td>0.171</td>
<td>0.061</td>
<td>0.098</td>
<td>0.040</td>
<td>0.017</td>
</tr>
</tbody>
</table>

Multi-Document Summarization Methods
- LexRank: 0.260 0.138 0.186 0.089 0.064
- LSA: 0.313 0.144 0.242 0.096 0.073
- KLSUM: 0.235 0.048 0.169 0.085 0.021

Comparative Summarization Methods
- DSS: 0.179 0.075 0.138 0.064 0.021
- MRRW: 0.346 0.180 0.283 0.103 0.077
- LPCS: 0.386 0.190 0.312 0.122 0.082

6.6 Experimental Results
Tab. 4 and Tab. 5 show the performance of summaries generated by all the methods in terms of ROUGE and precision scores, respectively. From the results, we have the following observations. (1) Our proposed J-ILP model with transformation outperforms all the baselines in terms of all metrics. Especially, J-ILP using orthogonal transformation achieves highest ROUGE-1, ROUGE-L, ROUGE-W and ROUGE-SU scores. From Tab. 5, it can be seen that 87.5% sentences and 33.3% sentence pairs generated by J-ILP (OT) are judged as correct by human annotators. These observed results are because the proposed J-ILP formulation takes all the necessary factors (saliency, correspondence and diversity) into consideration. Based on this formulation, the exactly optimal solution can be obtained using the bound-and-branch method. (2) Both multi-document summarization methods and comparative summarization methods perform poorly. For multi-document summarization methods, the plausible reason can be that they tend to select very general sentences similar to many other sentences, while such sentences may not have proper counterparts nor may interest annotators. As for comparative summarization methods, they more focus on discovering sentences delivering period-specific information, which prevent them from having proper counterparts as temporally correspondent sentences are information "shared" by different periods.

6.7 Additional Analysis
We further investigate the influence of the parameters used in proposed J-ILP formulation with orthogonal transformation as follows.

6.7.1 Effects of the number of CFTs.
We examine now how the performance of orthogonal mapping varies when we change the rate of used CFTs to train the transformation matrix. We test the rate within the range (0, 0.1] and with a step of 0.01. Fig. 1 shows the ROUGE and precision curves of our method, respectively. We can see from the figure that the rate of used CFTs has an effect on the performance of summarization. In this study we set the rate of CFTs as 0.07 based on the observations received from Fig. 1 to obtain the best results.

6.7.2 Effects of trade-off parameter.
To clearly show the effect of the trade-off parameter \( \lambda \) in J-ILP for balancing saliency and temporal correspondence, we investigate how the metrics vary per \( \lambda \). See Fig. 1, \( \lambda \) is set in the range [0, 1] with a step of 0.1. The closer \( \lambda \) is to 0, the less effect the saliency part has. With \( \lambda = 0 \), J-ILP simply relies on the correspondence of sentences across time. With \( \lambda = 1 \), the performance merely depends on the representativeness of important sentences without connecting different time periods.

From Fig. 1 we can observe that tuning \( \lambda \) can largely affect system performance. We found 0.4 to perform best, since ROUGE and precision scores w.r.t. all settings reach their maximal values. In general, we can see that \( \lambda \) needs to be fine-tuned to achieve an optimal performance.

6.8 Example Summary
Tab. 6 shows an example of across-time comparative summary generated by using the J-ILP model with orthogonal transformation. The issued query was "Japan". The summary describes some important oil connections. A similar example...
This work approaches the problem of a special kind of summarization - summarization of past news articles stored in long-term news archives based on user issued queries. The comparative character of our proposed summarization allows finding important comparative aspects in two temporally distant time periods. Users can benefit from such novel kind of access to historical document archives as well as for educational or entertaining purposes, etc. News archives are constantly growing both due to digitization of born analog articles carried by most of memory institutions (archives, libraries, etc.) as well as due to the ease of generating and exchanging analog articles carried by most of memory institutions (archives, libraries, etc.). News from such novel kind of access to historical document archives based on user issued queries. The comparative character of our proposed summarization allows finding important comparative aspects in two temporally distant time periods. Users can benefit from such novel kind of access to historical document archives as well as for educational or entertaining purposes, etc.

We first discuss the key challenge of query-sensitive comparative summarization across time and we set up four necessary objectives for realizing effective summarization approaches. We then develop an approach to address this task relying on orthogonal news correspondence measurement and a concise joint integer linear programming framework. Through experiments on the New York Times Annotated Corpus we demonstrate the effectiveness of our approach.

In the future, we plan to test our method using more queries and different time periods. We will also experiment with abstractive summarization methods, which have recently gained more attention in the document summarization community. We are also interested in designing more problem-specific ILP framework with better scalability based on its intrinsic flexibility for the purpose of across-time news summarization and understanding.

Table 6: Example of generated summary by J-ILP with orthogonal transformation (Query: Japan). Each row contains a pair of two across-time comparative sentences. The first sentence in each pair is extracted from documents published in [1987, 1991], while the second one is taken from documents published in [2002, 2007].

<table>
<thead>
<tr>
<th>Year Range</th>
<th>Japan Trade Figures with the United States</th>
<th>Japan Trade Figures with China</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1987, 1992]</td>
<td>Japan said today that its trade figures with the United States had improved continuously in [1987, 1992], while in [2002, 2007] economic trade seem to be more focused on China. Here, in this particular context “United States” and “China” are considered as temporal analogs in terms of being the main trade partner with Japan. We can also infer other types of comparative knowledge, such as pair (8.1, 8.2) revealing Japanese government’s different attitude towards commercial whaling, changing from announcing ending to intending to resume. We can see most of the comparisons are clear and tend to convey temporally correspondent knowledge.</td>
<td></td>
</tr>
<tr>
<td>[2002, 2007]</td>
<td>Japan said today that its trade figures with the United States had improved continuously in [1987, 1992], while in [2002, 2007] economic trade seem to be more focused on China. Here, in this particular context “United States” and “China” are considered as temporal analogs in terms of being the main trade partner with Japan. We can also infer other types of comparative knowledge, such as pair (8.1, 8.2) revealing Japanese government’s different attitude towards commercial whaling, changing from announcing ending to intending to resume. We can see most of the comparisons are clear and tend to convey temporally correspondent knowledge.</td>
<td></td>
</tr>
</tbody>
</table>
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